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Abstract: A novel 1D spray-cooling control system is 

described that has been implemented on a commercial 

caster. The system provides the desired shell surface 
temperature by employing a hybrid open-loop/closed-

loop shell surface temperature estimator, and 

proportional-integral controller. A 2D through-

thickness temperature regulation is then addressed by 

deriving a full-state feedback control law that stabilizes 

the two-phase Stefan problem with respect to a 

reference solution using control of the Neumann 

boundary condition. A simple Dirichlet controller is 

also considered, and is used to design a boundary-

output-based estimator that, in combination with full-

state feedback controllers, yields a plausible output 
feedback control law with boundary sensing and 

actuation. Finally, a control approach is proposed for 

eliminating distortions in mold oscillation systems 

which are problematic in some continuous casters. 

 

1.  Introduction: Since its development in the mid 

1980‟s, an increasing amount of the steel produced in 

the world has been made through thin-slab continuous 

casting. Thin-slab casting, defined here as slabs less 

than 100 mm thick, has faster casting speeds and is 

usually based on scrap. In this process, molten steel is 
poured into a water-cooled mold at the top of the caster, 

where a solid shell is formed around the liquid core. 

This partially solidified “strand” is then driven through 

the “secondary cooling” region, which has a series of 

rolls and water or water-mist sprays that contain and 

cool the strand until it is fully solidified into slabs. If 

the steel is not fully solidified when it leaves this 

containment region, the ferrostatic pressure causes the 

strand to bulge. This costly and possibly dangerous 

event is called a “whale.” 

 The quality and profitability of this process are tied to 

increasing the speed at which the steel is made, while 
maintaining ideal cooling conditions for the strand. A 

thin-slab continuous caster at full capacity can make 

over 100 tons of steel an hour. At these speeds, 

automatic control is of great benefit, but faces a variety 
of practical and theoretical challenges due to the harsh 

environment, short required response times, and highly 

nonlinear nature of the processes. In this work, novel 

control methods have been applied to the continuous 

steel slab casters at the Nucor Steel mill in Decatur, 

Alabama. The first part of this paper (Sections 2 and 3) 

examines controlling the secondary cooling water 

sprays to prevent surface defects and whale formation.  

The second part (Section 4) examines controlling the 

oscillating mold. 

 Robust and accurate control of secondary cooling is 
vital to the production of high quality slabs [1]. Defects 

such as transverse surface cracks form unless the 

temperature profile down the caster is optimized to 

avoid excessive stress and strain, such as caused by 

unbending, during temperature regions of low ductility 

[2]. This is especially important in thin-slab casters, 

because high casting speed and a tight machine radius 

exacerbate cracking problems. Thus, there is great 

incentive to implement control systems to optimize 

spray cooling to maintain desired temperature profiles. 

 However, conventional feedback control systems 
based on hardware sensors have not been successful 

because emissivity variations from intermittent surface 

scale and the harsh, steam-filled environment make 

optical pyrometers unreliable. Most casters control 

spray-water flow rates using a simple look-up table 

based on casting speed, but this produces undesirable 

temperature transients during process changes. Recent 

dynamic control systems have been developed based on 

real-time computational models. 

 Early systems [3-6] updated slowly or had relatively 

crude models, due to limited computing speed. More 

recently, significant achievements have been made in 
open-loop model-based control systems for 
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conventional thick-slab casters [7-9], although none of 

the models are robust enough for general use, and none 

has been applied to a thin-slab caster. 

 Section 2 describes a new online control system, 

previously described in various publications [10-13], 

that has been developed based on a real-time model. A 
PI control bank uses the model as a hybrid open/closed-

loop estimator to adjust the water sprays to maintain a 

desired surface temperature. Section 2 gives details on 

the various components of the system, and briefly 

describes the lessons learned from simulations and 

online testing of the system at Nucor Decatur. 

 The controller for that system is limited in two 

important ways: it only considers the surface 

temperature, and it is uses a standard PI control for a 

rather complex non-linear, infinite-dimensional system. 

Section 3 describes work that improves on the 

controller design by attempting full-state feedback 
control of a nonlinear partial differential equation 

(PDE) of a type known as a Stefan problem. This 

problem includes a moving boundary, and can be used 

to describe the melting of a pure material, or certain 

grades of steel. Previous work on control of Stefan 

problem includes numerical optimization methods [14, 

15], solutions of the inverse Stefan problem [16-18], 

and feedback control methods [19-21]. The numerical 

optimization methods in [14] and [15] can take into 

account realistic metallurgical constraints and quality 

conditions. However, they cannot realistically run in 
real-time. The inverse methods and feedback control 

methods focus on control of the boundary position, 

which would ensure whale prevention, but not 

necessarily the steel quality. The inverse problem, as 

solved in [16] and [17] directly and in [18] by 

minimizing a cost functional, is very numerically 

complex and thus limited to design of open-loop 

controllers. The feedback control methods are better 

suited for real-time control, but the control in [19] and 

[20] is simplified to the “on-off” thermostat-style one.  

In  [21], as well as in Section 2 of this work, PI 

controllers are designed based on a discretized form of 
the solidification evolution equations. However, neither 

controls the full temperature distribution. [21] only 

considers the solidification boundary, while Section 2 

focuses on the steel surface temperature. In Section 3, 

we apply in a novel fashion a Lyapunov functional 

taking into account the moving boundary to find several 

control laws for the Stefan problem. The performance 

of these laws is examined both mathematically, and 

through numerical simulation. 

In continuous casting of steel, the mold executes a 

sinusoidal vertical motion of specific frequency and 
amplitude, imposed by a mold oscillation system. 

Metallurgical considerations require the sinusoidal 

profiles of the mold displacement and the 

corresponding velocity to be undistorted [22]. The mold 

oscillation system in some casters consists of a 

subsystem of beams that supports a heavy mold 

(~25,000 Kg) at one end and is subject to sinusoidal 

motion by an electro-hydraulic servo actuator with 

piston attached to this subsystem at the other end, to 

drive the mold. The servo is open loop unstable and is 
typically operated under feedback. The desired mold 

displacement is specified as the actuator piston position 

reference. At frequencies that are submultiples of the 

first resonant frequency of the beams in the subsystem, 

a significant distortion is observed in the mold 

displacement profile. The goal is to identify the source 

of this submultiples distortion problem and eliminate it. 

This is addressed in Section 4 and the subsections 

therein. Section 4.1 introduces the simplified physical 

testbed while Section 4.2 presents the mathematical 

model of the testbed as a set of coupled nonlinear ODEs 

and PDEs. Section 4.3 presents the controller and 
Section 4.4 includes the numerical and experimental 

controller validation. 

 

2.   Model-based PI Control with Hybrid Observer:  
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b) system overview 

Figure 1: Schematics of CONONLINE system 
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As part of ongoing work with the Nucor Steel Decatur 

sheet steel mill, a new online control system has been 

developed, and described in various publications [10-

13]. This system, called CONONLINE, has been 

implemented at the Nucor Steel casters in Decatur, 
Alabama. The system features a real-time solidification 

and heat-transfer model, CONSENSOR, of a 

longitudinal slice through the strand as a “software 

sensor” of surface temperature. A control algorithm, 

CONCONTROLLER, featuring a bank of proportional-

integral (PI) controllers, uses this prediction to maintain 

the shell surface temperature profile at desired setpoints 

in each of the spray cooling zones through changes in 

casting conditions. Finally, a monitor interface provides 

real-time visualization of the shell surface temperature 

and thickness predictions, along with other information 

important to the operator, as well as to allow operator 
input through the choice of temperature setpoints.  

An overview of the real-time control system is pictured 

in Figure 1a. It features a “software sensor” 

CONSENSOR, which estimates strand temperature in 

real time from available casting conditions for 

CONTROLLER, which evaluates the error with 

operator-generated setpoints and sends spray water flow 

rate “commands” to both the plant and CONSENSOR.  

Figure 1b shows the computing setup, as implemented 

at Nucor Decatur. The software sensor and controller 

run on separate servers for stability and speed reasons. 
The monitor program runs on Windows PCs to display 

the programs‟ outputs. The programs communicate 

using shared memory on each server and TCP/IP 

connections between the computers.  Further details are 

given in [10] and [12]. 

 

 

 
Figure 2. CONSENSOR slice diagram 
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Figure 3. Slice interpolation 

 

2.1.  Software Sensor – CONSENSOR: At typical 

casting speeds, the continuously-cast strand has a high 

Peclet number, rendering axial heat conduction 

negligible. Hence, the temperature and solidification of 

the steel at any point in the strand can be predicted by 

modeling a “slice” of the material as it moves down 
through the caster at the casting speed. Focusing on the 

centerline of the strand, these slices are one-

dimensional and the numerical calculations can be 

computed quickly using an explicit finite difference 

scheme [23]. By simulating and interpolating between 

multiple slices, as illustrated in Figure 2, the 

temperature of the strand is estimated in real-time. 

 The temperature in each slice is described by the 1-D 

transient heat conduction equation [23]: 
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 (1) 

where ksteel  is thermal conductivity, ρsteel is density, and  
*

steelCp is the effective specific heat of the steel, which 

includes the latent heat based on liquid fraction via a 

modified Clyne-Kurz microsegregation model [23, 24]. 

The spatial dimension x extends through the entire 

thickness of the strand, perpendicular to the casting 

direction, to allow nonsymmetrical heat extraction. The 

initial condition is the pour temperature, measured in 

the tundish. Heat flux boundary conditions are applied 
based on plant measurements of cooling water flow 

rates and temperature rise for the mold, and heat 

transfer coefficients according to spray water flow rates 

for the secondary cooling region. More detail on this 

model is provided elsewhere [12, 23]. 

 An offline computational model with these features 

was previously developed as the program CON1D. The 

accuracy of this model has been demonstrated through 

comparison with analytical solutions of plate 

solidification and plant measurements [23, 25]. Because 

of its accuracy, CON1D has been used in many 
previous studies to predict successfully the effects of 
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casting conditions on solidification and to develop 

practices to prevent problems such as whale formation 

[26]. 

 The software sensor, CONSENSOR, uses CON1D as 

a subroutine to simulate individual slices, starting each 

slice simulation at the meniscus at different times to 
achieve a fixed spacing between the slices. This is 

illustrated in Figure 2 using N = 10 slices for simplicity. 

To assemble the complete temperature profile requires 

careful interpolation of the slice results. As illustrated 

in Figure 3, the span between slices can pass over the 

temperature dips and peaks caused by the roll and spray 

spacing, resulting in errors of 100 °C or more. This 

problem is overcome by “delay interpolation,” 

estimating the temperature at each point in the caster at 

time t from the latest temperature available from the 

CON1D slice histories. This process is described in 

detail in [12]. 
 The model was calibrated to match the average 

surface temperatures measured under steady-state 

conditions using five pyrometers installed in the south 

caster at Nucor Steel Decatur in January, 2006. An 

example comparison of the measurements and 

temperature predictions is shown in Fig 4. The 

predicted temperatures generally exceed those 

measured by the pyrometers, except for the last 

pyrometer, which is outside the spray chamber and 

expected to be most reliable. The difference is believed 

to be due to the pyrometers reading lower than the real 
temperature, owing to steam-layer absorption and 

surface emissivity problems. Further work is needed to 

improve the accuracy of the pyrometer measurements, 

the spray heat-transfer coefficients, the spray-zone 

lengths, and the predicted variations in surface heat 

transfer and temperature, in order to improve the 

agreement. 

 The shell thickness prediction has also been 

calibrated to match recorded whale events at the Nucor 

Decatur casters, as well as high casting speed 

conditions where containment was not lost. 

 
  

 
a) along entire domain 

 
b) close-up near one roll spacing 

 

Figure 4. Comparison of CON1D surface temperature 

predictions and measurements 
 

2.2.  Control Algorithm – CONCONTROLLER: In a 

continuous caster, rows of individual spray nozzles are 

grouped into “spray zones” based on how they are 

connected via headers and pipes to control valves. All 

rows of nozzles in a zone have the same spray-water 

flow rate and spray density profile. The spray rate for 

zone j is denoted below as uj. CONCONTROLLER 

controls each zone with an independent PI controller, 

tuned separately to meet the desired control 

performance. CONSENSOR, as described above, only 
predicts the temperature along the center of the strand. 

Hence, CONCONTROLLER only applies PI control to 

zones covering the center. The spray flow rates for 

other zones across the strand width are prescribed as a 

function of slab width using separate logic. 

 At each time step t, the shell surface temperature 

profile estimate, T̂ (z,t) where z denotes the casting 
direction, is obtained by CONSENSOR and the desired 

temperature profile Ts(z,t), or setpoint, is determined as 

discussed below. The difference between the two is 

averaged over each zone j, giving the zone errors ΔTj(t). 

Then the spray-water flow rate command for the next 

time interval is calculated via the classic PI control law: 
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where the proportional and integral components are 

calculated respectively as: 
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(4) 

The first part of (4) is a discrete-time integral over the 

time interval Δt. The summation term is an anti-windup 

[27] adjustment, adopted to avoid integrator windup 

when the control flow-rate commands are outside the 

limits on the possible flow rates through the valves. 

This tends to cause controller instability, known as 
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“windup”. This problem is prevented by subtracting the 

difference between the measured spray rates and the 

controller-suggested spray rates from the integral in Eq. 

(4). This difference is averaged over Naw time steps to 

filter out oscillations caused by chattering in the valves, 

as discussed below. 
 

2.3. Combining CONSENSOR and 

CONCONTROLLER – Certainty Equivalence and 

Loop Closure Issues: The PID bank in the 

CONCONTROLLER system described above uses 

strand surface temperature in the secondary cooling 

region estimated by an observer (CONSENSOR model 

program) to define its output error: deviation from the 

desired temperature-profile setpoints. In control 

terminology, this is the "certainty equivalence 

principle" – using the estimate as if it were the true 

value. 
 The loop closure employed here, however, has some 

special features. In the mold, CONSENSOR performs 

closed-loop estimation, with the temperature estimate 

being quite accurate, because it is based on the 

measured mold heat removal rate and an accurate 

boundary heat flux profile. The estimated slice 

temperature profile at mold exit is referred to as an 

inferred measurement [28] because it is produced by a 

model from a secondary measurement. Due to the 

temperature continuity at mold exit, this inferred 

measurement becomes the initial condition for the slice 
prediction in the secondary cooling region. Hence, at 

the start of the secondary cooling region, the control 

system achieves inferential closed-loop control. 

 In the rest of the secondary cooling region, reliable 

real-time heat-transfer measurements are not possible, 

so the controller uses open-loop model-based 

temperature estimates. The quality of these estimates is 

still very good because in addition to being accurately 

initialized at mold exit, the model correctly incorporates 

the effects of several casting process changes (with 

casting speed, superheat, and grade the most important) 

on strand-temperature evolution from a fundamental 
basis and has been calibrated offline to correctly predict 

whale formation under a few typical conditions. 

However, several other process variations, such as 

hysteresis in the boiling heat transfer coefficients and 

spray-nozzle clogging, are not modeled in 

CONSENSOR. Without the ability to measure the 

strand surface temperature accurately and robustly in 

real time, surface temperature estimate accuracy could 

deteriorate with distance below mold exit.   

 This combination of closed-loop estimation localized 

at mold exit (i.e. spatially discrete) with open-loop 
estimation throughout the rest of the strand (i.e. 

spatially continuous) is strictly termed a hybrid 

discrete-continuous [29] closed-loop/open-loop 

observation of the strand temperature profile in the 

secondary cooling region. The resulting control system 

can thus be termed hybrid closed-loop/open-loop 

system, as well. Even if the placement of reliable 

pyrometers becomes technically feasible in the future, 

the pyrometer measurements are still essentially 

spatially discrete and strand temperature in the gaps 
between pyrometers would have to be estimated in the 

open loop. Hence, the control system would retain this 

hybrid nature. Since this reinforces the importance of 

modeling accuracy to ensuring estimator quality, lab 

measurement of heat transfer coefficients during air-

mist spray cooling and further calibration with plant 

measurements is being addressed as another important 

aspect of the larger project. 

 

 
a) Profile screen 

 
b) Parameter screen 

Figure 5. CONONLINE Monitor interface screens 

 

2.4.  Visualization – CONONLINE Monitor: The 

monitor, as illustrated in Figure 1, is an important part 

of the system that provides real-time display of many 

variables, setpoints, and predictions, permitting 
operators and plant metallurgists to monitor the caster 

and the control system performance, and to make 

adjustments as needed. Figure 5 shows typical screen 
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shots of the two interface screens that the monitor can 

display. 

 Figure 5a shows the “profile screen,” which serves 

two purposes. The first purpose is to relay key 

simulation outputs to the operators and plant engineers. 

It is also an interface for operator input to the 
controller, via controls for changing the temperature 

setpoint in any zone manually. Figure 5b shows the 

“parameter screen,” which displays the most important 

caster measurements input to the model. This allows for 

easy checking of the casting conditions, and program 

statuses. 

 

2.5.  Setpoint Generation: Choosing a good setpoint 

profile Ts(z,i) is as challenging and important as the 

control task itself. Traditional spray practice is based on 

“spray-table control.” Spray flow rates for each zone 

that produce good quality steel in a specific caster are 
determined from plant trial and error and previous 

experience. Higher casting speeds require higher water 

flow rates to maintain the same cooling conditions, so a 

different spray profile is tabulated for several casting 

speeds in a database spanning the range of normal 

operation. This array of spray rates is organized by zone 

and casting speed, or “spray pattern,” and may be 

different for differing grades of steel. During casting, 

spray setpoints are interpolated from the database, 

called a “spray table,” for the chosen pattern and 

casting speed. This method does not accommodate 
transient behavior very well. 

 To take advantage of this available knowledge base, 

the spray table was converted to a table of surface 

temperature profile setpoints. For each pattern, CON1D 

was run at a typical casting speed (3.5 m/min for Nucor 

Decatur) using the water spray rates in the spray table. 

Therefore, each pattern has a corresponding 

temperature profile as the setpoint for the PI controller, 

Ts(z,t).  The automatic setpoints can also be over-

ridden in any zone(s) using the monitor interface. 

 

2.6.  Simulation Results: The model and controller 
programs can be also used to simulate the caster 

response to changing casting conditions, and the 

monitor can be used to view the results graphically in 

real-time. For example, Figure 6 compares the zone-

average surface-temperature histories extracted from 

the software sensor predictions in the fifth (next to last) 

spray zones below the meniscus during a sudden drop 

in casting speed from 3.0 m/min to 2.5 m/min at t = 

30s. Figure 6b shows the respective spray rates 

assigned to each zone using 3 different control 

methods. Additional results from these simulations are 
available in [12]. 

 If no change is made to the spray-water flow rates, 

the surface temperature eventually drops. With a 

controller that changes spray water flow rates in 

proportion to casting speed, during the sudden speed 

drop, all of the spray rates drop immediately. However, 

with the recently higher casting speed, the upstream 

steel is hotter than expected, so the temperature 

overshoots the steady-state value. The steady-state 

temperatures are higher at the lower speed because the 
spray rates assigned in the spray table are predicted by 

the model to drop even more than the drop in speed 

requires. Finally, with PI control, the surface 

temperature is kept remarkably constant through the 

speed change. The spray flow rates decrease more 

gradually after the casting speed change. Furthermore, 

the flow rates lower in the caster drop more gradually 

than those nearer to mold exit (not shown). Steady state 

is not reached until steel starting at the meniscus at the 

transition time finally reaches the given point in the 

caster, after being cast entirely under the new 

conditions. 
  

 
a) Zone-average outer radius surface temperature 

 
b) Spray water flow rates 

Figure 6. Results of offline simulation of slowdown, 

comparing control methodologies 

 

This case study demonstrates that all of the controllers 
perform as expected. The PI controller produces the 

best response for steel quality, as detrimental surface 

temperature fluctuations are lessened. The quality of the 

control system now depends on the accuracy of the 

software sensor calibration to match the real caster. 

Work is proceeding to measure heat transfer, both with 
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fundamental laboratory experiments, and with optical 

pyrometers and other experiments in the commercial 

steel thin-slab caster. 

 

2.7.  Implementation at Nucor Steel Decatur: The 

real-time CONSENSOR model has been running on 
servers at the Nucor Decatur sheet steel mill since 2006. 

Since 2008, dedicated workstations have been set up in 

the caster pulpit to run monitors for each of the two 

casters, which are called North and South caster at the 

mill. During this time, the system was run in “shadow 

mode,” in which temperature and shell predictions are 

supplied to operators through the monitor, but the 

system does not control the water sprays. At first, the 

system was only installed on the North Caster. During 

this time, a whale event occurred on the South caster, 

while on the North caster operators used the visual 

prediction of the liquid core to reduce casting speed as 
needed to prevent loss of containment. The operators 

immediately requested the system also be installed on 

the South caster. 

 Several successful tests with CONONLINE in 

control of the water sprays have been performed, up to 

several hours in length. In addition to model calibration, 

changes have been made to the control algorithm to 

resolve issues noticed during the tests. In particular, the 

controller gains were made less aggressive when it was 

found that the spray valve system had a longer time 

constant than was anticipated. Also, the valves had 
some chattering that lead to sinusoidal noise in the 

spray rates. The classical anti-windup method, 

equivalent to Eq. (4) with Naw = 1, transmitted these 

oscillations to the control signal. To prevent this, the 

oscillations were filtered out by averaging the anti-

windup signal over time. The controller also sometimes 

called for sharp changes in spray rate in the first few 

spray zones, due to significant variations in strand 

surface temperature at mold exit caused by changes in 

mold heat flux, casting speed, and steel grade. To avoid 

this problem, the temperature setpoint for the first spray 

zone is now half-way between the surface temperature 
at mold exit and the setpoint for the second zone. 

 Finally, it has been found that additional logic is 

needed to deal with unusual casting conditions. In 

particular, Nucor Decatur has a breakout prevention 

system that sometimes slows down the casting speed to 

0.25 m/min when thermocouple readings in the mold 

indicate a thin spot. However, since CONSENSOR uses 

average mold heat removal, it does not predict the 

highly localized thin spot. As illustrated above, PI 

control would lower the spray rates during sudden 

slowdowns, which could cause the thin spot to break 
out. Instead, during these so-called “sticker 

slowdowns,” CONCONTROLLER has been adjusted to 

override PI control in the first three spray zones with 

default minimum sprays based on the spray table. 

Similar efforts are continuing to help with casting 

startups and tailouts. Once resolved, the plan is for 

CONONLINE to take over permanent control of the 

casters. 

 

3. Distributed-parameter-based feedback control of 
the two-phase Stefan problem: The work above is 

focused on ensuring surface temperature regulation. 

This is important to preventing transverse surface 

cracks, which may occur when the surface temperature 

is in the so-called “ductility trough” region in the 

bending or unbending regions of the caster. This does 

not give a guarantee of whale prevention in general 

conditions, which depends on ensuring the temperature 

throughout the thickness is below the melting 

temperature by the end of containment. Moreover, the 

controller above is finite-dimensional applied to a 

process that is inherently infinite-dimensional. Hence, 
parallel to the work described in Section 2, we have 

devised control laws based on a distributed parameter 

model of the temperature in the solidifying steel. 

 Instead of Eq. (1), we consider a model of the 

solidifying steel as a non-linear partial differential 

equation (PDE) of the form commonly known as a 

Stefan problem. This problem divides the domain into 

two or more time-varying subdomains separated by 

moving boundaries. In the casting process, these 

domains correspond to the solid and liquid phases of 

the material. The movement of the boundary between 
the phases is described by the Stefan condition, a 

differential equation derived from an energy balance at 

the boundary that is a function of the left and the right 

spatial derivatives of the temperature at the boundary 

[30]. This model is less general than Eq. (1), and is 

most accurate for pure iron and ultra-low carbon (ULC) 

steels. However, it is linear within each sub-domain, 

which allows for greater tractability for control design. 

 

3.1.  Problem Description: Using the same reasoning 

as in Section 2, the temperature evolution equations for 

the centerline of the strand may be reduced to a one-
dimensional moving slice. Here, we assume the slice 

temperature is symmetric, and only consider the region 

between the strand surface and center. 

 We denote the temperature within the slice as 

 ,T x t , with 0 x L   and 0t  , where  0x   and 

x L  correspond to the outer surface and the center of 

the strand, respectively. The position of the boundary 

between solid and liquid phases is denoted as  s t .  

Then the following partial differential equation models 

the evolution of temperature within the slice: 
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In physical terms, fT  is the melting temperature, a  is 

the thermal diffusivity, and / fb k L , where k  is 

the thermal conductivity,   is the density, and fL  is 

the latent heat of fusion. All of these physical quantities 

are strictly positive. The control input  u t  is applied 

as the left-hand side Neumann boundary condition. In 

the continuous caster, this is directly proportional to the 

heat flux removed from the steel at the surface. 

 For the convergence proof, we will need the 

following assumptions on the initial conditions: 

(A1) 00 s L   and  0 0 fT s T ,  , fT x t T  for 

 0 x s t  , and  , fT x t T  for  s t x L   

(A2)  0T x  is continuous on  0, L  and infinitely 

differentiable except at 0s . 

The assumptions, respectively, ensure that the equations 

are well defined at 0t   and that solutions have 

sufficient regularity. Throughout this paper, we deal 

with the case in which  s t L     for some 0  , 

that is when the slice is neither fully solid nor liquid 

and the Stefan problem is well defined. We note that if 

this is not true, the problem is linear and may be dealt 

with using known distributed parameter control 

methods, e.g. those in [31]. 
 

3.2.  Reference System and Error: We assume that 

we have a known reference temperature   ,T x t  and 

solidification front position  s t , that are the solutions 

to (5)-(6) under known reference control input  u t  

with initial conditions    0,0T x T x  and   00s s  

satisfying assumptions (A1) and (A2). This reference 

temperature profile should satisfy the metallurgical 
goals and constraints of the process, and could, for 

example, be calculated for the continuous caster via the 

optimization methods of [14, 15] or the inverse 

methods of [16-18]. Another obvious source for these 

reference temperatures is from the current spray table 

practices described in Section 2.5. That is, matching the 

reference temperature should result in safe operation 

and good quality steel. We add one more assumption on 

the reference profile: 

(A3)   0s t   for all 0t  . 

We denote the reference errors as 

     , , ,T x t T x t T x t  , and      s t s t s t  . Also 

denote      .u t u t u t   Subtracting the PDEs yields 

        , , , 0, \ , .t xxT x t aT x t x L s s   (7) 

Also, since solutions to (5) are twice spatially 

differentiable outside of the solidification front, they 

must have continuous first spatial derivatives. Thus, if 

   s t s t , then      , ,x xT s t t T s t t  , and so 

         , , .x xs t b T s t t T s t t    (8) 

Similarly, 

         , , .x xs t b T s t t T s t t     (9) 

In the remainder of this section, we will employ a 

simplified notation, using  T x  to represent  ,T x t , 

or omitting both arguments altogether. 

 

3.3. Control Law: The main result of this section is 

stated as follows: 

 

Theorem 1. Let the system (5)-(6) be controlled such 

that  
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 (10) 

where the initial conditions satisfy (A1) and (A2), and 

the reference solidification front position satisfies (A3). 

Then the reference error  ,T x t  converges uniformly 

to 0 as t  . 

Proof: Consider the Lyapunov functional 

 
     

   

2 2

2 2

2 2

2 2

1

2

1 2

0 0

1 1
:

2 2

,

x x

x x

L s

s L

s s

V T T T dx T T dx

T T dx T T dx

   



   



 

 

 (11) 

where  1 : min ,s s s  and  2 : max ,s s s . Note that 

 V T  is equivalent to the square of the Sobolev norm, 

 
1,2 2 2

: ,xT T T   (12) 

in the sense that  

  
2 2

1,2 1,2

1 1
.

2 4
T V T T   (13) 

Since solutions of the Stefan problem are continuous 

and twice differentiable except at the boundary, the first 

weak derivative exists and such solutions are in the 

Sobolev space  1,2 0,W L . 
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 Assuming that    s t s t , and ignoring the 

degenerate case for now, the time derivative of (11) is 

given by:  
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1 1 1 2 2 2

2 2

1 1 1 2 2 2

1 2

1 20

1 1
,

2 2

1

2

.

x x

x x

t x xt t x xt t x xt

s s L

s s

V T t T s T s s T s T s s

T s T s s T s T s s

TT T T dx TT T T dx TT T T dx

   

   

   


   


       

 

Inserting the PDE from (7) yields: 
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We note here that the expression above contains the 

third spatial derivative. Since T  and T  are solutions to 

the parabolic heat equation on the time-varying 

domains    0, ,s s L  and    0, ,s s L , 

respectively, they will be at least three times 

differentiable, as shown in Lemma 1 in the appendix. 

Therefore, T  will also have the third spatial derivative 

except at the boundary points. 

 Now, integrating by parts, 
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Then, applying the boundary conditions from (5) and 
combining like terms gives 
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Hence, if the control  u t  satisfies (10), then  

      2 2

0
, : 0.x xx

L
V T t W T a T T dx      (14) 

In fact, we have equality of the two functions for the 

usual case, but now we consider the degenerate case, in 

which    s t s t  for some time interval of length 

greater than zero. This means   , 0T s t t   in this 

interval, and since the boundaries move as governed by 

(6),  

 
       

     : .

x x x x

x x

T s T s T s T s

T s T s T s

   

 

  

  
 (15) 

Then (10) simplifies to  

   
 

   
 

2
.

0 0
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xx
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u t u t T x
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Using these relationships and (7), we can again take the 

time derivative of (11), which in the degenerate case 

only has a single boundary. After integrating by parts, 

        2 2

0
, .x xx x xx

sL

s
V T t a T T dx aT s T x




     (16) 

If   0xT s  , then (14) clearly holds. If   0xT s  , then 

for all 0   sufficiently small,   0T s   . If 

  0xxT s  , then by (7),   0tT s c    for all 0   

sufficiently small. This means   , 0T s t t     for 

all 0   sufficiently small. But, by assumption (A3), 

within the degenerate time interval, 

           s t s t s t s t s t s t             

for some  0  .  This means, taking   small enough, 

     0 , , 0.T s t t T s t t           

By contradiction, then,   0xxT s  . Similarly, 

  0xxT s  . Therefore,  

    0x xx

s

s
aT s T x




  

and (14) follows from (16).  The same argument holds 

under reversed signs in the case   0xT s  . Thus, in the 

degenerate case, under the given control law, the 

estimate (14) is still valid. 

 As an immediate conclusion of (13) and (14), under 

this control law the reference error T  is bounded in the 

 1,2 0,W L  Sobolev norm. 

 We now apply an invariance principle for general 

evolution equations from [32]. Define the spaces 

 1,2 0,X W L  and  0 0,Y C L , and let  f x  be an 

admissible initial value for the reference error. That is, 

  0 0f x T T   where 0T  and 0T  satisfy assumptions 

(A1) and (A2).  Define     
0

: :
t

G f S t f


   where 

 S t f  is the solution to the error equations under the 

given control law. Since solutions to the Stefan problem 

are continuous and piecewise- 2C , G X , and by 

Lemma 2 in the appendix, X  is compactly embedded 

in Y . Therefore, G  is compactly embedded in Y  and, 

as noted above, G  is X -bounded. Define  

   2 2

0
ˆ : x

L
V y T T dx   and     2 2

0
ˆ : x xx

L
W y a T T dx   
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to be, respectively, the extensions of V  and W  

(defined in (14)) to Cl G , the closure of G  in the 

supremum norm. Since functions in G  will be twice 

differentiable almost everywhere, both of these 

functionals are well defined, positive semi-definite, and 

lower semi-continuous on Cl G . Thus, all the 

conditions of Theorem 6.3, p. 195, in [32] are met, 

giving the following result: 

   3lim , 0y
t

d S t f M


  (17) 

where  

  3
ˆ: : 0 .YM y Cl G W y    

 In general,       3 : 0x xxM T x T x T x   , that is   

   T x T x C   for some constant C . So, consider 

any constant element  T x C  in G .  If 0C  , then 

s s , but since T  is continuously differentiable 

except at s , 

       .x x x xT s T s T s T s       

Then by (6),  

     0.x xs b T s T s      

This contradicts assumption (A3). This means that  

 3 0M G  , and since  3M Cl G ,  3 0M  .  

Therefore, (17) is equivalent to 

 lim , 0.
t

T x t

   □ 

 
Remark 1. It does not follow from Theorem 1 that the 

solidification front position converges as well. If the 

temperature gradient in the reference profile is small, 

the solidification front position error may be arbitrarily 

large for small temperature errors. For practical 

applications, though, this gradient is not small, and the 

solidification front converges to the reference position 

as illustrated in the simulations in Section 3.6. 

 

Remark 2. The well-posedness of the 1-D Stefan 

problem has been examined in depth, e.g. in [30, 33, 

34], typically requiring boundedness of the boundary 
conditions and their time derivatives. The control law 

(10) may be unbounded, and therefore it may be 

necessary to regularize it in order to prove the general 

well-posedness of the closed-loop system. In the 

simulations, some regularity is attained by bounding the 

control, which does not result in the loss of 

convergence. A rigorous analysis of this issue will be 

carried out in subsequent work. 

 

Remark 3. The presence of the second spatial derivative 

of the temperature error in the control law (10) ensures 
error convergence by inducing the relatively strong 

 1,2 0,W L  Sobolev norm topology, but it also places 

additional smoothing requirements on the 

measurements. Relaxing the topology and removing the 

second spatial derivative yields a second control law 

given below that only depends on the first spatial 

derivative. However, it is only proven to be stable 

relative to the reference temperature, with the 

convergence conjectured based on given simulation 

results. 
 

Theorem 2. Let the system (5)-(6) be controlled such 

that  
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 (18) 

where the initial conditions satisfy (A1) and (A2). 

Then, the reference error  ,T x t  is bounded in the 
2L  

norm. 

Proof: Consider the Lyapunov functional 
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 (19) 

where  1 : min ,s s s  and  2 : max ,s s s .  As in 

Theorem 1, we take the time derivative and integrate by 
parts, substituting in the PDEs and boundary conditions 

where appropriate. The result is 
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If the control satisfies (18), 

   2

0
, 0.x

L
V T t a T dx    (20) 

In the degenerate case  s s , control law (18) reduces 

to u u . Again taking the time derivative and 

integrating by parts gives (20), where the boundary 

terms drop out because 0u   and     0T s T s  . 

Therefore,  V T , and consequently 
2

T , is bounded 

over time. □ 

 

 Although the proof does not guarantee convergence, 

the control law in simulation has shown convergent 
behavior as described in Section 3.6. Therefore, we 

formulate the following conjecture. 

Conjecture 1. Let the system (5)-(6) be controlled such 

that  u t  is given by (18) where the initial conditions 
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satisfy (A1) and (A2) and the reference temperature 

history satisfies (A3).  Then, the reference error  ,T x t  

converges in the 
pL  norm, 2p  , to an  -

neighborhood of zero reference error.   

 A plausible proof could be based on the results in 

[32] as in Theorem 1, or use Barbalat‟s Lemma. Either 

method would require showing that 
2xT  is bounded 

along trajectories of the error system under control (18).  

 

3.4.  Applicability of the Control Law: Assumptions 

(A1) and (A2) will be true for all physically possible 

initial conditions. Assumption (A3) is generally true for 

any practical reference profile. An alternative to (A3) 
ensuring convergence to the reference system is: 

(A4) The initial conditions satisfy  0 fT x T  for 

0x s , and  0 fT x T  for 0x s . 

Under this assumption, from the boundary conditions at 

 x s t  and x L , it follows that   0T x   for 

2x s  and all 0t  . This means  3 0M G   in the 

proof of Theorem 1, and the conclusion still holds. 

 There are two ways in which the model given by (5)-

(6) significantly differs from the physical system. First, 

we assume arbitrary cooling and heating are available, 

when in fact control is limited to the cooling water 

sprays that are staggered with containment rolls in the 

caster and have spatially varying footprints. Moreover, 

the possible spray water flow rates are strictly limited 
by the spray piping system, and so saturation plays an 

important role. Although the proofs in Section 3.3 do 

not investigate the effects of saturation, we place 

bounds on the control signals in simulations in Section 

3.6 and conjecture that the controlled system converges 

for initial conditions in a neighborhood in  1,2 0,W L  

of zero reference error. 

 Second, we have assumed full state feedback is 

available.  It is clear that in the real process the 

temperature at any point below the surface cannot be 

measured. An important area for future improvement of 

this work, then, is in output feedback design, which is 

briefly addressed in the next section. 

 
3.5.  Dirichlet Control and Estimator Design: We 

now consider the case in which only the surface 

temperature can be measured, for example by optical 

pyrometers in the continuous caster. As before, the goal 

is to track a reference temperature history for the entire 

slice interior. First, we consider a controller in which 

the boundary surface temperature can be set exactly 

equal to the reference. 

 

Theorem 3. Let the reference and the actual 

temperatures satisfy assumptions (A1), (A2), and (A4). 

In addition assume that  0 fT x T  for 0x s  and 

 0 fT x T  for 0x s , and that  0, fT t T  for all 

time. If the system (5)-(6)  is controlled such that 

    0, 0,T t T t  (21) 

for all time, then the reference error  ,T x t  is bounded 

in the 
2L  norm. 

Proof: Under these assumptions, applying the 

maximum principle for parabolic equations, 

 , fT x t T  for all  x s t . This means that 

  0xT s  , and noting the signs in (6), 0s   for all 

time. The same holds for T  and s . 

 Again we use (19) as a Lyapunov functional 

candidate, and take the time derivative. Integrating by 

parts and applying the boundary conditions,  

     2

0

1 1
, .x

L
V T t a T dx sT s sT s

b b

 
    

 
  

 

 
 

Under assumption (A4), if s s , then 

    fT s T s T  , and from above, 

   fT s T T s  . This means   0sT s   and 

  0sT s  . Similarly, if s s , then   0sT s   and 

  0sT s  . In the degenerate case s s , the boundary 

terms drop out because     0T s T s  . In either 

case, 

 
Figure 7. Initial temperature profiles for reference 

temperature 0T  and actual temperature 
0T . 

Symbol Description Value 

a thermal diffusivity 3.98 x 10
-6

 W/m∙K 

b Stefan condition constant 1.102 x 10
-8

 m
2
/K∙s 

Tf melting temperature 1783 K 

L half-thickness of strand 0.1 m 

Table 1. Thermodynamic properties used in section 3.6 

simulations 
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  2

0
, 0,x

L
V T t a T dx    

and thus 
2

T , is bounded over time. □ 

 The weaknesses of this result compared to Theorem 1 

are the lack of the convergence proof, the use of 

Dirichlet rather than heat flux boundary condition, and 

the use of the less accurate assumption (A4). However, 

it seems reasonable to conjecture as with Theorem 2 

that there is some convergence, despite the lack of 

proof. Also, since the surface temperature is strongly 

affected by the heat flux due to the cooling water 
sprays, the Dirichlet boundary condition (21) can often 

be achieved in practice. The work in Section 2 is one 

method of achieving this goal, although some additional 

work is needed to account for the estimator uncertainty 

and PI controller delay. The strength of this result is 

that it only requires knowledge of  0,T t , which can 

realistically be measured. Theorem 3 also immediately 

gives a possible estimator design. 

 

Corollary 1. Define the feedback-based estimates 

 ˆ ,T x t  and  to be a solution to (5)-(6) with the Dirchlet 

boundary condition, based on boundary measurement 

of the plant,    ˆ 0, 0,T t T t . Then, if T  and T̂  

satisfy assumptions (A1), (A2), and (A4), and for all 

times t ,   0, fT t T , the estimation error is bounded 

in the 
2L  norm. 

Proof: Directly follows from Theorem 3. □ 
 

This leads us to the following conjecture for an output-

feedback controller design. 

 

Conjecture 2. Let  ˆ ,T x t and  ŝ t  be the estimates of 

the plant  ,T x t  and  s t  using the output injection 

described in Corollary 1.  Let the plant be controlled 

using the certainty equivalence method, i.e. calculating 

control law (10) or (18) based on the estimates. Then 

the reference error  ,T x t  converges to an  -

neighborhood of zero reference error in the 
2L  norm. 

 

 Although this conjecture is unproven, it is supported 

by the simulation results, given in the next section. 

 
3.6.  Simulation Results: The following simulation 

results use the parameters in Table 1. These are based 

on the thermal properties of ULC (ultra-low carbon) 

steel. The initial conditions are shown in Figure 7. The 

simulations employ an enthalpy-based method to model 

solidification, rather than an actual moving boundary. 

The simulation code was verified against an analytical 

solution to the Stefan problem from [35], and matched. 

The controlled simulations were found to be very noisy, 

as seen in the accompanying figures, and a hard bound 

was put on the permitted control values. This also better 

corresponds to the continuous casting process 

constraints, as heat fluxes below zero and above the 

maximum available by the water spray cooling system 
cannot be achieved. 

 

 
Figure 8 shows the behavior of the system under open-

loop control with    u t u t  for all 0t  . In this case, 

the reference errors in both temperature and 

solidification front position appear to converge to 

constant, non-zero values. This approximates the 

current spray cooling state-of-the-art in most 

continuous casters, in which spray practices do not 

account for changes in superheat or mold heat removal. 
 

 
a) Reference temperature error  ,T x t  

 

b) Solidification front positions  s t  and  s t  

 
c) Neumann boundary control  u t  

Figure 8. Simulation results for system (5)-(6) with no 

control action. 
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 Figure 9 and Figure 10 show simulation results using 

control laws (10) and (18), respectively. Although 

Theorem 2 does not demonstrate convergence, the 

reference temperature error and solidification front 

position error do converge to zero in both simulations. 

Similarly, although convergence for the saturated 

control laws was not proven for either of these two 

control laws, the simulations demonstrate that the 

bounded control values still allow for good 

convergence. We conjecture that the errors converge for 

initial temperatures in a neighborhood of the initial 
reference temperature in some norm. 

 Finally, Figure 11 shows an implementation of the 

output-feedback control method described in 

Conjecture 2 using an estimator with initial condition 

  0
ˆ ,0T x T  from Figure 7. 

  Again, although convergence was not proved, the 

reference temperature error appears to be converging to 

0. We further note that the initial conditions in Figure 7 

 
do not satisfy assumption (A4), which suggests that we 
could relax the hypotheses for Theorem 3. 

 

 4. Elimination of Distortion in Mold Oscillation 

System: In this section, the distortion problem in mold 

oscillation system, described in the introduction, is 

analyzed and an approach to resolve it is discussed. 

4.1 Testbed of Mold Oscillation System and Problem 

Statement: To carry out experiments, a testbed of the 

mold oscillation system was built at Nucor Steel, 

Decatur. The testbed (Figure 12) has a hinged hollow 

beam that supports a heavy mass (~2500 Kgs), 
resembling a mold, on one end and has a servo actuator 

located at the other end. It exhibits the submultiples 

phenomenon present in the mold oscillation system, 

described in the introduction, albeit more pronounced. 

The first resonance frequency of the beam is 9.65 Hz. 

When the beam is driven by the actuator at 4.8 Hz, the 

mold displacement profile is severely distorted. 

 

 
a) Reference temperature error  ,T x t  

 

b) Solidification front positions  s t  and  s t  

 
c) Neumann boundary control  u t  

Figure 10. Simulation results for system (5)-(6) 

under control law (18). 

 
a) Reference temperature error  ,T x t  

 
b) Solidification front positions  s t  and  s t  

 
c) Neumann boundary control  u t  

Figure 9. Simulation results for system (5)-(6) under 

control law (10). 
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Figure 13 shows the testbed piston and the mold 

displacement profiles with servo under proportional 

feedback with a controller gain 2. The reference to the 

piston is a sinusoid of 3 mm magnitude and 4.8 Hz 

frequency. The distortion in the mold displacement is 

clearly visible, while the piston displacement seems to 

track the reference perfectly. The magnitude spectrum 

of the two signals shown in Figure 14 reveals, however, 

a small peak of about 0.04 mm at 9.6 Hz, which is 

twice the reference frequency, in the piston 

displacement. It was conjectured that being near the 
beam resonance frequency, this peak - a manifestation 

of the nonlinear servo dynamics - is amplified by the 

beam, yielding distortion at the mold end. Experiments 

verified that when the piston displacement was a 

sinusoid of 0.05 mm magnitude and 9.65 Hz frequency, 

the mold displacement magnitude was about 1.5 mm, 

which matches well the magnitudes of peaks in Figure 

14. It is therefore expected that elimination of sinusoids 

near resonance frequency in the piston displacement 

signal will ensure distortion free mold displacement. 

Hence, the reference and the actual piston 

displacements are taken to be the input and output, 
respectively, for controller design in this paper. 

 

 
Figure 12. Picture of the mold oscillation system 

testbed 

 

Electro-hydraulic servos, though inherently 

nonlinear, are designed to exhibit stable predominantly 

linear behavior in a nominal range of operation under 

feedback, implemented typically in the form of a P or a 

PI controller [36-38]. The effect of the beam on the 

piston in the operating range is mostly linear as well, 

making a linear system perturbed by small nonlinearity 

a plausible model for the input-output (reference - 

actual piston position) behavior of the servo 
system/testbed. This is confirmed, both in simulations 

and experiments, by the absence of any large nonlinear 

effects at the actuator output. Based on the above 

discussion the following problem statement is 

formulated: 

 

Given a stable closed-loop system exhibiting 

perturbed linear dynamics that tracks the input sinusoid 

of frequency  , but has the output containing small 

magnitude higher harmonics of   due to nonlinear 

effects, augment the loop with a suitable filter so that 

 
a) Temperature estimation error    ˆ, ,T x t T x t  

 
b) Reference temperature error  ,T x t  

 

c) Solidification front positions  s t ,  ŝ t , and  s t  

 
d) Neumann boundary control  u t  

Figure 11. Simulation results for system  (5)-(6) 

under output-feedback  with control law (18) based 

on estimator, as in Conjecture 2. 

Hollow beam 

Hydraulic 
actuator 

Mass 
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the harmonic at r  in the output  is eliminated without 

affecting the closed-loop stability and the  tracking at 

frequency  . Here r  is a specific integer multiple of 

 . 

 

This problem is addressed in Section 4.3. In the 

application presented in this paper, r  is the first 

resonance frequency of the beam. The effect of small 

amplitude higher harmonics at frequencies other than 

r  on the beam is negligible and is omitted from 

consideration. 

 

0 0.5 1 1.5 2

-2

0

2

Time (in seconds)

P
o
s
it
io

n
 (

in
 m

m
) Piston position (ref amplitude=3mm, freq=4.8Hz)

0 0.5 1 1.5 2

-4
-2
0
2
4

Time (in seconds)

P
o
s
it
io

n
 (

in
 m

m
) Mold position 

 
Figure 13. Experimental result: piston and mold 

position with piston reference at 4.8 Hz 
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Figure 14. Experimental result: magnitude spectra of 

piston and mold position near resonance frequency 
 

4.2 Coupled servo-beam model and simulations: 

Although not used as the basis of the proposed 

controller design, the models presented in below help 

understand the problem phenomenology, demonstrate 

the efficacy of the controller proposed, and carry out 

controller refinement under limited testbed access 

 

4.2.1 Electro-hydraulic servo model:  

 

 
 

Figure 15. Schematic of the servo setup 

 

A layout of the coupled servo and beam system is 

shown in Figure 15, where „S‟ and „T‟ refer to the 

supply of the pressurized fluid and the fluid on the tank 

side, respectively. The hydraulic actuator functions as 

follows [36, 38]. When the spool moves to the right, „S‟ 

is connected to chamber „B‟ and the piston is pushed 
down. When the spool moves to left, „S‟ is connected to 

chamber „A‟ and the piston is pushed up. Hence, the 

appropriate motion of the spool can cause the piston to 

oscillate. The servo system typically functions in the 

closed loop. The error between the desired and the 

actual piston position is used to control the spool 

position. Piston position px  is governed by the 

equation 

  p p p p pB BAm x bx P P a m g F                 (22) 

where pm , b , AP , BP , pa , g , BF  stand for the piston 

mass, damping, pressure in chamber „A‟, pressure in 

chamber „B‟, piston area, gravity, and force from the 

beam, respectively. When px  is zero, chambers „A‟ and 

„B‟ have equal volumes. The pressures in chambers „A‟ 

and „B‟ are governed by 

 
    

    

,

.

p p p pA A A

p p p pB B B

P q a x V a L x

P q a x V a L x





   

    
          (23) 

where  , Aq , Bq , AV , BV , L  are bulk modulus of the 

actuator fluid, flow rates into chamber „A‟ and out of 

chamber „B‟, volumes of  tubes connected to chambers 

„A‟ and „B‟ and half the stroke length of the piston, 

respectively. Assuming turbulent flow conditions, the 

flow rates Aq  and Bq  are given by 
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           (24) 

where dc , w ,  , d , sP , tP , sx  are the effective 

discharge coefficient, width of port for fluid flow 

between chambers „A‟/„B‟ and „S‟/„T‟, density of the 

fluid, spool underlap length, supply pressure, tank 

pressure, and spool position, respectively. The spool 

position dynamics including the spool control is 
assumed to be governed by a second order system: 

                 2 22s s s s s s sx x x u                             (25) 

Here u  is the input generated by a controller using 

error between px  and desired reference signal r, as 

seen in Figure 15. Typically, a proportional control law 

                           pu k x r                                     (26) 

is used where k  is the proportional gain. In Figure 15 

mx  is the mold position. Nominal values of the 

parameters are shown in the appendix.  

 

4.2.2 Beam model: The hollow beam in the testbed is 

modeled as two beams attached at the hinge, each using 

Timoshenko beam model consisting of two coupled 

second order PDEs [39]. The coordinate along the 

length of the beams is x .  The beams are coupled via 

the boundary conditions at the hinge location 0x   that 

ensure that the torque and angular displacement at this 

location are identical. Thus, the model of the hinged 

beam of length 2l shown in Figure 16, with the vertical 

and the angular displacements to the left and to the right 

of the hinge denoted by  ,L Ly   and  ,R Ry  , 

respectively, is given by a set of 4 coupled PDEs of the 

form  
2

2
'L L L

b y b L b

y y y
m k Ga m g

t x xt
 

     
     

     
, 

2

2
'L L L L

b b L
b

I y
m EI k Ga

a t x x xt


  
 

       
      

       
, 

2

2
'R R R

b y b R b

y y y
m k Ga m g

t x xt
 

     
     

     
, 

2

2
'R R R R

b b R
b

I y
m EI k Ga

a t x x xt


  
 

       
      

       
. 

  The mold dynamics is part of the boundary condition 

of the right beam at x l . The boundary conditions are 

   
 

   

   
     

, 0, 0 0, 0 0,

0 0
0 0 , 0,

L
L p L R

L R R
L R

l
y l x t   EI  y   y

x

l
 EI EI ,  EI

x x x



  
 

 
    



  
  

  

 

 
 

   2

2
' 0.

R R R
b R m

y l y l y l
k Ga l Mg M

x tt
 

    
     

  
 

In the equations bm , ba , G , E , I , y /  , m , 'k , 

M  stand for mass of beam per unit length, area of cross 

section of beam, shear modulus, Young‟s modulus, 

moment of inertia of beam, beam transverse/angular 

displacement damping, mold damping, shear constant, 

and mold mass. The nominal values of the parameters 

are presented in the appendix. The coupling between 

the nonlinear actuator and the beam is via the piston 
displacement entering the boundary condition for the 

left beam and the force BF  from the beam acting on the 

piston where 

 
 

 ' L
B Lb

y l
F k Ga l

x


   
   

 
.                 (27) 

 
Figure 16. Beam Schematic 

 

4.2.3 Simulation results 

 

Simulation of the servo system in Figure 15 is 

performed using nominal parameter values. For the 

beam, except the value of I , which is reduced by 15% 

to match the experimental resonance frequency of the 

beam in the testbed, and the value of damping 

coefficients, which are tuned to match experimental 

amplification at resonance, nominal values for other 

physical parameters are those obtained using the 
measured dimensions of the beam. Some of the 

parameter values have been specifically obtained for 

the servo valve and actuator used in the testbed. Other 

values are obtained from references [40]. The initial 

chamber pressures are set at AP = BP =50 tP . All other 

initial conditions are zero. 

 

( )px t

x

yx l  x l
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Figure 17. Simulation result: piston and mold 

position with piston reference at 4.8Hz 
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Figure 18. Simulation result: magnitude spectra of 

piston and mold position around resonance frequency 

 

The servo simulation, which must run in closed loop, 

uses a proportional controller, with the value of u  in 

eq. (25) given as   0.6 pu x r t   where  r t  is a 

sinusoid of 3 mm magnitude and 4.8 Hz frequency. 

Figure 17 shows the mold position distortions similar to 

those in Figure 13, although not identical due to some 

plant/model mismatch. These distortions occur due to 

the nonlinear characteristics of the actuator that give 

rise to small amplitude sinusoid of frequency 9.6 Hz in 

the piston position, which excites the beam resonance. 

As in the experimental case, this is confirmed using 

spectral analysis of the simulated piston and mold 

position data (Figure 18). Therefore, the model 

presented adequately exhibits the submultiples problem 
and can be used as a platform for testing control 

strategies. 

 

4.3 Controller design: Tracking and rejection of 

periodic signals with zero steady state error based on 

internal model principle [41] places the generator of the 

signal into the stable closed-loop system. This approach 

has been used in [42-45] and [46-48] for linear and 

nonlinear plants, respectively. In [47] internal model 

principle is utilized to eliminate undesirable periodic 

signal generated internally by a nonlinearly perturbed 

linear plant. In these works the plant model is assumed 

to be known. The approach in this work addresses 

rejection of an internally generated sinusoid of angular 

frequency r  assuming no knowledge of the plant and 

measuring only its forward path gain at r .  

The proposed solution in this work consists in 

augmenting the closed loop system Figure 19 with a 

filter to obtain the augmented system (Figure 20). The 

stability of the augmented system is guaranteed if the 

perturbation is small and if the unaugmented system 

forward path gain at frequency r , further referred to 

for brevity as KPg , satisfies a certain bound condition 

(given by (29)). Stability of the augmented loop ensures 

the rejection of sinusoidal disturbance at a single 

frequency, r , from the given stable nonlinearly 

perturbed linear system while leaving the closed-loop 

response at frequencies away from r  nearly 

unaffected. 
To formulate Theorem 1 which presents the 

controller, consider the system shown in Figure 19, 

referred to as the unaugmented system, where P is a 

nonlinear plant, K is a controller that stabilizes the loop, 

r is the reference input, and y is the output.  

 

Theorem 1: Assume that the closed loop system in 

Figure 19 is described by a perturbed linear model: 

                , ,cl cl clx A x B u g x y C x         (28) 

where clA  is Hurwitz and  g x
 
is a small nonlinear 

perturbation. Let the unaugmented system forward path 

gain  at r ,  satisfy the condition 

                           1 1 1KPg  .                                (29) 

Next consider the feedback system shown in Figure 20, 
further referred to as the unpartitioned augmented 

system. For an appropriate choice of the linear stable 

transfer function F , if  is small, the unpartitioned 

augmented system tracks the input sinusoid of 

frequency   and possibly contains small magnitude 

higher harmonics of   induced by the nonlinear 

perturbation, but the harmonic at frequency r  is 

asymptotically eliminated from its output . 

 
Figure 19. Block diagram of the unpartitioned 

unaugmented system 

 

 

- 

y r + 
P K 
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Figure 20. Block diagram of the unpartitioned 

augmented system 

 

4.4 Numerical and experimental validation of the 

controller 

 

4.4.1 Numerical controller validation: The controller 

of Theorem 1 is applied to the computational model of 

the testbed, presented in Section 4.2 to eliminate the 

distortions exhibited by the mold position in Figure 17. 

To verify the validity of assumption B3, the reference is 
chosen to be a sinusoid at frequency 9.65 Hz and 

magnitude 0.05 mm, and  1 1 KPg  is calculated. As 

in Section 4.2, a proportional controller with a gain of 

0.6 is used and simulations indicate that  1 1 1KPg  . 

To test the scheme,  r t  is chosen to be a sinusoid of 

magnitude 3 mm and frequency 4.8 Hz. A suitable filter 

is introduced as in Theorem 1. Comparing Figure 21 
with Figure 17, the distortions in the mold position are 

seen to be dramatically reduced. Further on, examining 

Figure 22 and Figure 18 reveals that this reduction is 

attained through the drastic reduction of the magnitude 

of sinusoid at frequency 9.6 Hz contained in piston 

position. It is also seen that the augmentation of the 

closed loop has minimal effect on the system response 

at frequencies away from 9.6 Hz, as stated in Theorem 

1. 

 

  

0 0.5 1 1.5 2 2.5

-2

0

2

Time (in seconds)

P
o
s
it
io

n
 (

in
 m

m
) Piston position (ref amplitude=3mm, freq=4.8Hz)

0 0.5 1 1.5 2 2.5

-6
-4
-2
0

Time (in seconds)

P
o
s
it
io

n
 (

in
 m

m
)

Mold position 

 
Figure 21. Simulation result: piston and mold position 

with reference at 4.8 Hz with augmented closed loop 
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Figure 22. Simulation result: Magnitude spectra of 

piston and mold position near resonance frequency with 

augmented closed loop (magnitude at 9.6 Hz in mold 

position reduced by a factor of 17 compared to Figure 

18) 

 

4.4.2 Experimental controller validation: The control 

scheme of Theorem 1 was implemented on the testbed 

using NI LabVIEW® FPGA setup. The controller was 

implemented digitally, with a sampling interval of 1 

millisecond, adequate for the largest frequency of 

interest, 9.6 Hz. The data was recorded with a sampling 

interval of 2 milliseconds.  
The controller validation was carried out in three 

steps. In step one, the estimate of KPg  at r   for the 

unaugmented system under proportional feedback with 

a gain 2 (i.e. k=2) considered in Section 4.1 was 

obtained using a reference input of frequency 9.65 Hz 

and magnitude 0.05 mm. The corresponding gain KPg  

did not satisfy the  condition (29), and controller gain 
increase to 4 or 5 was required to obtain 

 1 1 0.7KPg  , guaranteeing augmented system 

stability. But this was not done. 

Instead, in step two, the augmented loop was tested in 

a wide frequency range: first, the proportional gain was 

set at 1, and the reference was chosen to be a sinusoid 

of 1 mm magnitude and 1 Hz frequency, resulting in 

instability. Increasing the proportional gain to 2, 

although not satisfying (29) as indicated above, 

permitted the augmented system to be operated safely 

over all amplitudes and frequencies of interest, making 
further gain increase unnecessary.  

Step three demonstrated the efficacy of the controller: 

the reference input was chosen to be a sinusoid of 

magnitude 3 mm and frequency 4.8 Hz and the servo 

proportional feedback gain was set at 2, all as in 

Section 4.2 where large mold displacement distortion 

was observed. The filter was chosen based on Theorem 

1. Figure 23 shows the corresponding piston and mold 

displacement profiles. The distortion in the mold 

displacement is seen to be much smaller compared to 

that of the unaugmented case shown in Figure 13. From 
Figure 24, it is seen that the magnitude of the sinusoid 

y r 

- 

+ 
P K F 
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at 9.6 Hz present in the piston position, and hence the 

mold position, is significantly reduced, compared to 

Figure 14. The piston position profiles in Figure 23 and 

Figure 13 are similar, since the augmentation of the 

closed loop has minimal effect on the response of the 

latter at frequencies away from 9.6 Hz.  In Figure 24, 
the small peaks around 9.6 Hz are artifacts of data 

processing invisible in case of simulations and in Figure 

14 due to much larger sampling rate and larger x-axis 

scale, respectively. 
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Figure 23. Experimental result: Piston and mold 

position with reference at 4.8 Hz with augmented loop 
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Figure 24. Experimental result: magnitude spectra of 

piston and mold position around resonance frequency 
after loop augmentation (magnitude at 9.6 Hz in mold 

position reduced by a factor of 5 compared to Figure 

14) 

 

5. Conclusion: This work addressed two methods of 

improving the control of cooling water sprays. A 

model-based PI control system, based on simulations 

and plant trials, represents a substantial improvement 

over current practices. It has the potential to reduce 

transverse cracking and allow the creation of better 

quality steel at higher casting speeds, increasing the 
steel supply for the customers and the profitability for 

the steel makers. The control law based on the Stefan 

problem is proven to provide temperature convergence 

throughout the strand, not at the surface. Although it is 

currently only conjecture, simulation results suggest 

that the control laws will ensure convergence under 

realistic  operating conditions, including boundary 

sensing and limited actuation. This work also addressed 

the problem of rejecting an internally generated 

distortion in the mold oscillation system of some 

continuous casters, including those at Nucor Decatur. 

The procedure is demonstrated through simulations and 
experiments on the testbed. Future work involves 

applying these techniques to an industrial mold 

oscillation system. 
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Appendix A. Technical Lemmas for Section 3: 

 

Lemma 1. If  ,T x t  and  s t  are solutions to the 

Stefan PDE (5)-(6)  under assumptions (A1) and (A2) 

on some time interval for which  s t L     for 

some 0  , then  ,T x t  has infinite spatial 

derivatives. 

Proof: Consider the change of variables  

 : / ,x s t   

         , : , 0, 0, .ft T s t t T t T t T        

  will solve the following linear time varying PDE: 

      

   

2
0 1 0 ,

0 1, 0, 1, 0.

t f t

a s s
T T T

s ss

t t

 

 
   

  

     

   

 

Under the assumptions, this PDE is uniformly parabolic 

in time, and the coefficients are infinitely differentiable 

in the spatial variable  .  Therefore, by Theorem 3.10, 

p.72 in [49],   is infinitely differentiable with respect 

to  , and consequently T  is infinitely differentiable 

with respect to x  on this interval and  0 x s t  . A 

similar change of variables can be made for the liquid 
phase. □ 

Lemma 2.  1,2 0,W L , the Sobolev space of functions 

with weak first derivatives bounded in the 2-norm, can 

be embedded compactly in  0 0,C L , the space of 

continuous functions under the usual supremum norm. 
Proof: This proof is a slight extension of the remark 

following the Rellich-Kondrachov theorem in [50]. 

From Theorem 5.5, p. 269 in [50], we immediately 

have  that  1,2 0,W L  can be continuously embedded in 

 0, 0,C L , the space of Holder continuous functions 

with coefficient 1 1/ 2 1/ 2    . Then, consider any 

bounded subset of  0, 0,C L , i.e. 
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    0,
0,

0,
0, :

C L
f C L f M

  . Then for 0  , 

if  
1/

: /x y M


    , 

       

  1/

/

/ .

f x f y x y M f x f y M x y

M M

 




 

      

 

 

Therefore, the functions in this set are uniformly 

equicontinuous, and by the Ascoli-Arzela criterion (see, 

e.g. Appendix C.7 in [50]), the set is precompact in 

 0 0,C L .  Thus, we have  1,2 0,W L  continuously 

embedded in  0, 0,C L , compactly embedded in 

 0 0,C L . Therefore,  1,2 0,W L  is compactly 

embedded in  0 0,C L .  □ 

 

Appendix B.  Nominal values of the parameters used 

in simulations in Section 4 

 

Variable Nominal 

value 

Units 

pm  2 Kgs 

b  1000 N.sec/m 

pa  0.0046 m
2 

g  9.8 m/sec
2 

  1.5x10
9 

Pa 

AV  4.7113x10
-5 

m
3 

BV  7.0464x10
-5 

m
3
 

L  0.015 m 

c  3x10
-4 

- 

d  1.27x10
-6 

m 

sP  20684250 Pa 

tP  206840 Pa 

bm  69.256 Kg/m 

ba  0.0088 m
2
 

G  7.7 x10
10

 Pa 

E  2 x10
11

 Pa 

I  1.9204 x10
-5

 m
4 

y  10 Kg/m/sec 

  10 Kg.m/sec 

m  2 Kg/sec 

'k  0.83 - 

M  2250 Kgs 

l  0.88 M 

s  0.6 - 

s  255 rad/sec 
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